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Generative AI

• I modelli generativi AI possono essere usati per risolvere molti problemi
relative alla codifica video:

• Codifica video: aiutano gli encoder a usare meglio la banda assegnata
• Qualità comparabile (o migliore !) anche con banda ridotta

• Decodifica video: rendono più belli I frame in fase di decompression
• Una specie di filtro che aumenta la qualità e risoluzione

• Restauro video: ricostruiscono il segnale perso
• Riducono il costo di restauro

• I risultati della comunità scientifica della visione artificiale ha portato allo
sviluppo di prodotti



Video restoration
• Restauro di video a scopo di 

ammodernamento
• Riuso di librerie

• Restauro di video a scopo
conservativo
• Recupero di video 

altrimenti persi o 
inutilizzabili
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Figure 3. Overview of the proposed Swin-UNet architecture. We extract multi-scale features from the reference frames through a pre-
trained Swin Transformer feature extractor. Then we exploit them through the proposed MRSFF blocks in the decoding part of the UNet.

present are more easily described in natural language com-
pared to the unconstrained domain of the content of clean
ones. To adapt our method to address new types of degra-
dation, it is enough to update the list of prompts, e.g. to spe-
cialize the approach for specific videos or types of medium.
We provide more details on the list of prompts in the supple-
mentary material. Then, we build a histogram of the CLIP
similarities of all the frames. Intuitively, we expect this his-
togram to be bimodal, with the two peaks corresponding to
degraded and almost clean frames. To define a threshold
to classify the frames into two classes, we propose using
Otsu’s method [37], which is commonly adopted for au-
tomatic image thresholding [41]. The algorithm returns a
single threshold determined by minimizing the intra-class
variance in an unsupervised manner, thus based on the his-
togram of the similarities of each individual video. We clas-
sify as clean each frame with a CLIP similarity score lower
than the threshold. In this way, we obtain a set of N clean
frames from the video, which we can leverage as references
for the restoration. The number of clean frames N changes
for every video, as it is not a hyperparameter but rather de-
pends on the degradation to which the video is subjected.
The left-hand side of Fig. 2 shows an overview of the frame
classification process.

Finally, given a window of T input neighboring frames,
we compute the cosine similarity of the CLIP image fea-
tures between the central frame and the set of clean ones.
Then, we take the D most similar clean frames and use
them as references. In our experience, artifacts in real-
world videos never severely degrade all frames, so we al-
ways have significantly more than D clean frames to choose
from (see the supplementary material for more details). In
other words, N always exceeds D. Note that the arrange-
ment of the reference frames is arbitrary as they are not nec-
essarily temporally neighboring. The right section of Fig. 2
shows the reference frames selection process and the subse-

quent reference-based restoration.

3.3. Swin-UNet Architecture

Figure 3 shows the proposed reference-based video
restoration network. As in [3], our architecture is based on
a Swin-UNet that restores a window of T degraded frames
at once. Since the complexity of attention is quadratic to the
number of elements within the attention window, global at-
tention on the entire input frames is unfeasible. Hence, we
leverage the Swin Transformer [28, 29] to reduce the com-
putational cost while maintaining the ability to learn long-
range dependencies. Indeed, the Swin Transformer com-
putes global attention only within local windows and then
enables cross-window connections with a shifted-window
mechanism. In this way, we can rely on transformers and
their attention mechanism efficiently, in order to also take
advantage of their ability to deal with frames that are not
perfectly aligned. Indeed, due to the strong horizontal dis-
placements caused by the artifacts, we cannot correctly
align the input frames with the combination of explicit mo-
tion estimation and image warping. However, it has been
shown that the expressiveness of the transformers alleviates
this problem [25, 46].

First, we extract shallow features from the input with a
convolutional layer. Then, in the encoder, we reduce the
patch size and increase the number of channels through cas-
caded Swin 3D transformer blocks and patch merging lay-
ers [29]. In the decoder, we elaborate the processed fea-
tures (i.e. those that go through the encoder and decoder)
via Swin 3D transformer blocks and patch expanding layers,
which consist of pixel shuffle layers. We use skip connec-
tions to add the encoder residual features to the processed
ones. A skip connection between the input and the output
makes the network learn the residual of each frame.

Using Swin 3D transformer blocks allows taking advan-
tage of the spatio-temporal information of the input frames
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Esempio

Ingresso del sistema Risultato Gen AI Risultato ideale



Esempio di restauro


